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Examining the Causes of Inflation

Inflation has almost always had a negative connotation in the mind of the American public because not all decision makers expect prices to increase from year to year. In order for consumers to become rational in their thoughts, inflation must be examined from both the supply and demand sides of the economy. The goal of this paper is to examine the causes of inflation and create an econometric model that can accurately forecast the inflation rate given knowledge of certain economic parameters.
Background and Theory

Most economists agree that a high rate of inflation is detrimental to the national economy for several different reasons. First, a period of high inflation will dramatically change the public’s perspective on future inflation; consumers and firms will now expect a dramatically higher rate of inflation than they did previously. This might not sound like a bad thing, but the inflation rate fluctuates more when it is high than when it is low. The end result of this process is that the actual inflation rate varies substantially from the predicted rate, with the variance becoming larger as the public’s forecasted rate of inflation changes more.
 

Since a large portion of the economy is sticky and cannot immediately adjust in changes to the price level, the economy is thrown out of equilibrium. The labor market (especially for unionized labor) is sticky for a period of one to five years as the labor contracts cannot typically be adjusted until after the current contracts expire. Workers suffer under periods of high inflation as their real income and purchasing power fall. However, debtors benefit greatly because the real value of the loan payments decrease dramatically. During a hyperinflationary bout in the 1860s, the number of business failures fell by three-fourths because borrowing capital became so much cheaper in real terms.
 Creditors, such as bankers, are adversely affected because the interest rate being charged is much less than the rate of inflation. 

Periods of high inflation are often caused by large increases in the overall money supply. Some of the worst examples of hyperinflation in history, Germany after World War I and China after World War II, were caused by the government printing large supplies of money (seignorage) to finance its own debts. Here in the United States, there have been two instances of hyperinflation: during the American Revolution and the Civil War. In both cases, the government printed so much money that a dollar became worthless. During the American Revolution, the expression “not worth a Continental” came into being as the value of a Continental dollar plummeted throughout the war.
 In modern times, however, the value of the money supply has become difficult to trace with the amount of M1 currency barely growing while M2 and M3 have skyrocketed. In addition, the usage of credit cards and online currency mean that less money needs to be printed.

Historically, the inflation rate and the money supply (as measured by M1) have always been tied together; as the money supply increases, the inflation rate will increase, causing an increase in the interest rate to cool off the economy. The M1 money supply includes cash and checking accounts and has traditionally been a strong indicator of the overall money supply.
 However, the traditionally strong relationship between M1 and the inflation rate has faded in the 1990s as consumers have put more money in M2 components such as money market accounts and other easily accessible interest-bearing accounts.
 As a result, the Federal Reserve now places much more emphasis on controlling the growth of M2 as compared to M1. However, the current relationship between M2 and inflation is not as strong as the previous relationship between M1 and inflation some twenty years ago.

Since Paul Volcker became chairman of the Federal Reserve Board in 1979, the inflation rate and the interest rate have been related much more closely. The Federal Reserve’s actions have been predicted well by the Taylor rule, which assigns weights to the output gaps and deviations from the targeted interest rate and finds the optimum interest rate in that equation. By following the Taylor rule, there is a strong relationship between interest and inflation. The interest rate is currently a better indicator of inflation than the money supply. 

Adverse supply shocks also cause the inflation rate to increase. Perhaps the most visible supply shock involves the price of oil. In the 1970s, when the Organization of the Petroleum Exporting Countries (OPEC) cut off oil supplies to Western nations following the Yom Kippur War of 1973, inflation skyrocketed and the nominal price of oil increased ninefold in a mere seven years.
 This is claimed as the primary reason for the debilitating stagflation that occurred throughout the 1970s. As America is facing another supply shock of oil, many economists are concerned about the effect high oil prices will have on the inflation rate today.
Another cause of inflation in the supply side of the economy is in the wage market. As the unemployment rate decreases, upward pressure is applied to the wage market as firms bid against each other to hire quality workers. Unlike in the product market, where output is rather flexible within a year’s time, the labor market is quite inflexible. This is due to employment costs and organized collusion (in the forms of labor unions) in the labor market. Costs for firms do not just include wages; retirement benefits, health insurance, and other perks must be factored into the cost of hiring and employing workers. Because of these additional costs, the employment cost index (from a cross-section of union and nonunion jobs) is used in this econometric model in place of the wage rate. However, many economists are arguing that the decline of the union system is helping to limit the stickiness in the labor market. As fewer workers spend their entire adult life at just one or two union jobs, the ability of the labor market to adjust faster to changes to demand has increased.
 Certainly there is still stickiness in the labor market, but the effect on inflation may not be as strong as it was several decades ago.


Demand is also a strong component of inflation. When demand increases to a point where the marginal cost of producing an additional unit of product is increasing, the overall product cost will begin to increase. As costs increase, the inflation rate is bound to increase as well. The more the market observes diminishing returns to scale, the worse inflation will be for a given increase in demand.
 The Gross Domestic Product (GDP) represents demand from the entire market, of which government spending is a rather large component. Government spending has consistently remained between 18 and 24 percent of GDP in the past twenty-five years; this consistency in spending can be attributed to many automatic stabilizers in the economy.
 The tight relationship between government spending and gross domestic product causes problems in an econometric model as the collinearity can cancel out the effects of the variables. In the past twenty-five years, the R2 value for the relationship between gross domestic product and government spending has been around .94, showing a serious problem of collinearity; the two variables are so tightly correlated that only one variable is needed to accurately represent overall spending in the market.

One demand-side variable that has a large potential impact on the inflation rate is the federal debt. The burgeoning deficit has the potential to crowd out a large amount of private investment as the government is forced to borrow hundreds of billions of dollars every year. Any private individuals who wish to borrow money will be forced to pay even more money for their loans, increasing the inflation rate.
 If the problem becomes more serious, the government may need to begin seignorage in order to raise enough money to pay its bills. This would cause inflation to skyrocket as the money supply will increase dramatically. However, the inflation rate can be kept down if the Federal Reserve has enough credibility in fighting inflation because investors are willing to accept lesser rates of return if they feel more secure in their investments. This notion of low inflation and high budget deficits has held somewhat throughout much of the past twenty-five years, but appears unlikely to hold in the long run.
Building the Econometric Model
As illustrated in the background and theory section, inflation has many components. In order to create a viable econometric model, it is important to include all of the relevant variables from both the supply and demand sides of the economy. Gross domestic product and the national debt represent the demand side of the market as higher demand causes more inflation. The federal funds rate, the employment cost index, the M2 money supply, and the price of crude oil represent the supply side of the market as the goods-producing market does not control these variables, but are affected by them. Putting all of the variables into a multiple regression model, the equation is as follows:
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Where:

Y=Inflation rate (as calculated by the Consumer Price Index)

GDP=Real chain-weighted GDP (in trillions of 2000 dollars)

I=Prime interest rate (in percent)

M=Money supply (as measured by M2, in trillions of dollars)

W=Employment cost index (1980=100)

DEBT=National debt (in trillions of dollars)

OIL=Price of a barrel of West Texas crude oil (in dollars)

The data for the regression are on a quarterly basis from 1980 to the fourth quarter of 2005, a total of 104 observations. The gross domestic product is an annualized figure and the rest of the variables are all on a quarterly basis.
 Before testing the data in various multiple regression models, it is important to know what the signs of the coefficients should be. The coefficients for gross domestic product and the national debt should be positive on the demand side of the model. As the real gross domestic product increases, the inflation rate should increase as the marginal cost for every unit produced rises. The national debt should result in a positive coefficient due to rational expectations with regards to the interest rate and the crowding out of private investors.
The coefficients for all four supply variables should be positive. Because the interest rate increases largely to fight the possibility of rising inflation, the sign for the interest rate coefficient should also be strongly positive. The employment cost index should have a positive relationship with the inflation rate as the rising costs of employing workers in a boom period must eventually be passed on to consumers in the form of higher prices. However, rapidly increasing productivity per worker could change this sign as workers actually become cheaper per unit output. An increase in the money supply will artificially increase demand, although nothing has essentially changed in the market model. This artificial demand increase will push inflation higher. Perhaps the most influential variable is the price of oil. This is the fastest price increase and therefore the strongest inflation shock, therefore the variable should be strongly positive. 
Given the type of data used in predicting the inflation rate, only two models can provide accurate econometric models. Since deflation has occurred in several quarters since 1980, the log-linear or double-log model cannot be used as a natural logarithm of a negative value cannot be obtained. The linear-log model will be a poor fit with the small numbers for some of the smaller variables, such as the interest rate. However, a linear-partial logarithmic model is feasible for the larger variables in the model, leaving the smaller variables in the model in the linear form. Some form of a linear model or a partial logarithmic model will provide the best and most complete econometric model.

The Linear Regression Model

The first econometric model to test is the multiple linear regression model, in which each variable is put into the model in an unadjusted fashion. Using the above variables in the multiple linear regression model, the model gives an equation of:
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R2=.6681, adjusted R2=.6474

An initial examination of the coefficients and their relative sizes shows that the coefficient for the cost of employing workers is strongly negative (t=-4.838). The highly negative relationship between the cost of employing workers and inflation reveals that there is another factor at work that more than offsets the traditional relationship between wage increases and the inflation rate. This can best be explained by the massive gains in productivity that occurred throughout the time period being examined. As workers become more productive, employers can pay them more while still making profits. The marginal cost of producing another unit of output has fallen sharply (within normal production levels) because each worker has the potential to produce much more than was possible just a few years earlier. This relationship implies that the marginal product of labor has increased dramatically, allowing workers to receive more in earnings while putting disinflationary pressures upon the market.

All of the other coefficients in the linear model are as expected. Economic theory dictates that, in the absence of extenuating circumstances (like a favorable productivity shock), all of the pressures on the supply and demand sides of the market will result in a higher rate of inflation. The relative sizes of the coefficients are all rather small for several reasons. Since the inflation rate is calculated as a decimal instead of a percentage, the coefficients will be small because the inflation rate is small. There are also many variables explaining one variable, so the resulting numbers will be small for that reason as well. Several of the variables have values of over ten, whereas the inflation rate will never be over twenty percent. 

All of the coefficients are significant at the ten percent significance level except the coefficient representing gross domestic product. With a t-value of .7597, this coefficient is entirely insignificant. The fact that all of the other variables are quite significant (with the exception of oil, which is barely significant) shows a well-formulated model, but may also indicate the presence of autocorrelation. After the final model is constructed, tests will be performed to check for autocorrelation, collinearity, heteroskedasticity, and other common problems that occur with econometric models. For the moment, the moderately high adjusted R2 value of .6424 indicates that the data are a good fit for this type of model.
The Partial Logarithmic Regression Model


One of the biggest concerns with the linear model is how to treat the larger variables within the model. The larger variables, such as the national debt, gross domestic product, and the money supply, have the potential to change the variances in the model because the sizes of the variables are so much different than the sizes of the smaller variables, such as the prime interest rate. To make the sizes of the variables more similar, the natural logarithm of the every variable except the interest rate (which will remain linear) will be taken. This will result in a partial logarithmic model as follows:
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R2=.7271, adjusted R2=.7101

The partial logarithmic model explains more of the error than the linear regression model, as illustrated by the higher R2 value. All terms keep the same sign, with the exception of the constant term. The positive coefficient for gross domestic product is now significant at the one percent significance level, but the positive coefficients for money supply and the interest rate are no longer significant at any reasonable level. With t-values of only 1.412 and 1.428, respectively, it is improper to conclude with any certainty that the money supply and the prime interest rate have any impact on the inflation rate. The next step toward crafting an accurate and truly explanatory econometric model is to introduce dummy variables into each model.

The Introduction of Dummy Variables

Two other variables have significant impacts on the inflation rate. Economic theory dictates that the unemployment rate and the foreign exchange rate will have opposing effects on the inflation rate. As the unemployment rate rises, the downward pressure on prices in the labor market will force wage inflation to decrease. However, sticky wages can cause wages to rise even in a time of high inflation. The overall effect of the unemployment rate on inflation is difficult to determine without running the model. 
The effect of the foreign exchange rate on the inflation rate should be positive; as inflation increases in one nation, that nation will be forced to raise the interest rate to help fight inflation. This has the effect of decreasing net exports (increasing imports) in the open economy and raises the exchange rate. However, the foreign exchange rate and the trade deficit could also be explained simply by stating that better-off consumers buy more from abroad. This does not necessarily imply lower inflation, but it could help explain a lower rate of inflation than would otherwise be expected. 
The Linear Regression Model with Dummy Variables

To better explain the causes of inflation and to allow for a more accurate model of inflation to be constructed, two dummy variables will be added to the original linear regression equation. 

UN=An unemployment rate of over seven percent, representing a significant decrease in inflationary pressures in the labor market

EXC=A value of the trade-weighted exchange index of over 100, indicating a substantial increase in the overall exchange rate

Adding the two dummy variables to the linear regression model results in the following modified linear model:
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R2=.6940, adjusted R2=.6679

The addition of dummy variables helps to explain more of the regression of the model, as evidenced by a slightly higher R2 score. Inserting dummy variables in the model also makes all of the continuous variables (except GDP) significant at the five percent significance level, although neither dummy variable is statistically significant at that level. With a t-value of -1.749, there is some evidence of the expected negative relationship between inflation and unemployment. Even though this value is not significant, it is important to include in the econometric model because the relationship between unemployment and inflation (the Phillips curve) is well-known and substantive. 

What is more surprising, however, is the negative relationship that the model suggests between the inflation rate and the exchange rate. Although the t-value of -1.524 is statistically insignificant, this relationship is still worth investigating. The strong appreciation of the dollar versus the majority of foreign currencies over the past quarter century can be attributed more to the stability of the American dollar than to inflationary concerns. Even as American inflation was rather high throughout the 1980s, worldwide inflation, especially among developing and former Soviet bloc nations, was substantially higher with greater annual variation in the inflation rate. This caused more foreigners to purchase American dollars, thereby appreciating the dollar. This relationship has started to weaken recently due to low American interest rates and the mounting trade deficit, but it has held throughout the majority of the period being examined. For that reason, inflation and the exchange rate have been negatively correlated. 
The next step in testing this model is to check for collinearity, autocorrelation, and heteroskedasticity. There are some examples of collinearity in this model, especially when comparing the growth of the deficit to the growth of gross domestic product and the money supply. Although the R2 values for these variables are over .9 (indicating collinearity), the removal of one of the variables severely changes the coefficients and significance of the variables. When certain time-series variables like these are used, some collinearity is to be expected.
The autocorrelation of this model can be tested by using the Durbin-Watson test. The H-statistic for this model (K=9, T=103) is 1.2728, which compares to the questionable range of 1.506 to 1.850. This value indicates that autocorrelation is not likely in this model. Testing for heteroskedasticity in this model results in no substantial changes to the coefficients or the relative sizes of the variables. A graphical examination of the plots of the residuals also shows no specific pattern in the residuals of inflation as compared to the predicted values. The standard errors of all the coefficients do not change significantly when correcting for heteroskedasticity; five of the six main variables  remain significant at the five percent significance level.
The Partial Logarithmic Regression Model with Dummy Variables


Since the linear and partial logarithmic models were so similar in results, it is logical to add dummy variables to both models in order to find the superior model. Adding the two dummy variables for the unemployment and exchange rates results in the following partial logarithmic model:
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R2=.7456, adjusted R2=.7239

The addition of the two dummy variables does affect the significance of some of the variables. The t-value for the money supply went from 1.412 in the partial logarithmic model before dummy variables to .1568 with the addition of dummy variables, which indicates that money supply may not be a strong indicator of the inflation rate. This lack of a relationship does not make much economic sense because an increase in the money supply is one of the main causes of inflation from the supply side of the market. The coefficient for the interest rate and the deficit also no longer significant at the five percent level, but all of the other economic variables remain significant. The coefficients for both dummy variables are negative with t-ratios of between -1.5 and -2. This shows a possible negative relationship between the unemployment rate and the inflation rate as well as between the exchange rate and the inflation rate, but this cannot be known for certain. Even though the R2 value is higher under this model than under the linear model, fewer of the coefficients are significant. 

The next steps to take in determining the accuracy of the model are to test for collinearity, autocorrelation, and heteroskedasticity. Testing each variable for collinearity with the other variables reveals a rather high degree of collinearity (R2>.9), but these values are a few hundredths lower than under the linear model. Again, some degree of collinearity cannot be avoided with these data, but reducing collinearity as much as possible is important as to not skew the results and potentially make variables more significant than they actually are. Testing for autocorrelation with the Durbin-Watson statistic strongly shows that autocorrelation is not at all a problem in this model. The Durbin-Watson statistic (K=9, T=103) was 1.3544, with a rho value of .02911. 
Running tests for the presence of heteroskedasticity reveal that there is no strong indication of heteroskedasticity in this model. All of the variables that were initially significant in this model remained significant. However, the variables that were not significant (money supply and the interest rate) have p-values that are substantially larger after testing for heteroskedasticity. The coefficient for the dummy variable representing the exchange rate has become significant after testing for heteroskedasticity as the p-value has fallen below .05. The overall changes to the model are nothing drastic as no heteroskedasticity has been proven to be present in the partial logarithmic model with dummy variables. Plotting the residuals of each quarter’s inflation with regards to the expected value reveals no apparent pattern to the residuals, also indicating that no heteroskedasticity is present. 
Testing the Models: Which Model is More Accurate?

In developing the linear and partial logarithmic regression models, it seemed logical that one model would be substantially better than the other in predicting inflation and explaining more of the regression. However, neither model was clearly better than the other. In examining the residuals of the regression models, the partial logarithmic model has fewer outliers than does the linear model and has a slightly smaller sum of squared errors. 
The most concerning part about the linear model is its prediction of recent inflation. Actual inflation in the fourth quarter of 2005 was only 3.19 percent and neither model predicted inflation anywhere near that value. While the partial logarithmic model predicted inflation of 5.83 percent, the linear model predicted inflation of 7.79 percent. Comparing this to the actual inflation rate, it is easy to see which model has a better forecast of inflation. The estimation of one quarter’s inflation does not necessarily mean that one model is better than the other, but the recent trend shows that the partial logarithmic model is better at estimating inflation in the so-called “new economy.” 
Conclusion: The Future of Inflation

During the past twenty-five years, the economy has undergone drastic changes. America has quickly become a global trading giant, importing more foreign goods every year. The traditional measure of the money supply (M1) has disappeared from economic relevance as society has become more electronic and relied less on traditional means of money. The waning influence of labor unions has allowed wage rates to become more flexible, but chronically low unemployment has helped to counteract that effect. The Federal Reserve has also taken a much stronger stand to fight inflation, raising the federal funds rate as high as necessary in order to lower inflation. As a result, the inflation rate has steadily fallen throughout the period being examined.

Inflation has been a problem throughout much of recent American history and will likely continue to be a problem in the future. Since inflation will not be completely eliminated, it is essential for decision makers to be rational and have a good idea of the next year’s inflation rate. Only a world full of rational decision makers can eliminate the negative effects associated with inflation.
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